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Extracting Rules Based on Artificial Neural Networks and
Rough Sets Theory
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(1. College of Economics & Management, China Agricultural University, Beijing 100083; 2. Key Laboratory of Modern Precision Agriculture
System Integration, China Agricultural University, Ministry of Education, Beijing 100083)

Abstract The continuous value is discretized before using the rough set method to mine the classification rules. But more information concealed
in the original data is lost after the discretization, the quality of the extracted classification rules is very poor. A new method based on self-organizing
artificial neural networks and rough set theory is designed to extract classification rules of continuous value. Because self-organizing artificial neural
networks can train themselves and make an auto-classification on the input mode, it is used twice to classify the data before and after discretization.
It extracts the rules by rough sets reduction until the results of two classifications are consistent. Through the analysis of case studies, the rationality
of the extraction rule is testified.
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